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ABSTRACT

 The goal of the study is fi nding the best data mining classifi cation method, 
in determining four levels of Human Development Index (HDI) for 100 countries for 
the data set of 2018. Hence, Naïve Bayes, IBK, KStar, J48, RandomForest, Random-
Tree, REPTree, SMO, Simple Logistic, Logistic, Multilayer Perceptron methods are 
implemented on to the data set by WEKA data mining software for classifying 100 
countries in terms of HDI levels (very high, high, medium and low) using the explana-
tory variables as GDP per capita, poverty rate, Net Income Gini index and Wealth Gini 
index. The results show that best classifi cation method for this data set is Multilayer 
Perceptron with highest accuracy rate of 88%. Moreover, GDP per capita US$ is found 

as the most eff ective variable on determining the HDI levels of countries.

 Keywords: Data Mining, Economic Inequality, Human Development Index, 

WEKA

  JEL Classifi cation: C38, I31, I32

1. INTRODUCTION

 Since its introduction in 1990, HDI was aimed to measure human 

development. It was proved that economic growth and income growth are 

not the only factors to contribute to well-being (Gallardo, 2009; Andre! and 

Georgescu, 2018; Georgescu and K!nnunen, 2019; Georgescu et al., 2020a). 

HDI is created as a composite index having in the component three dimensions 

of well-being: education, per capita income and life expectancy indicators. HDI 

is utilized for ranking the countries into four classes of human development. In 

2014, United Nations presented fi xed cutoff  points (COP) in order to determine 

the four classes of HDI. COPs have been computed using the quartiles of 
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the distributions of the indicators in the composition of HDI averaged during 

2004-2013. These COPs are: low human development- below 0.550; medium 

human development- 0.550-0.699; high human development-0.700-0.799; 

very high human development-0.800 and above (Georgescu et al., 2020b). 

Gross domestic product (GDP) per capita is a measurement of a country’s 

economic output that accounting for population. Although GDP shows you 

how wealthy a country feels to each of its residents, it is not an exact measure 

of economic wellbeing. HDI with its three elements income, education and 

health has turned into the major option to GDP (Georgescu et al., 2020a).

 Wealth, income and consumption are three major measures of 

economic inequality. The Gini index is the most extensively used inequality 

measurement. Corrado Gini (1912) developed Gini index (also called as Gini 

coeffi  cient) for measuring the distribution of income across citizens. This 

index is generally used for gauging income distribution or less ordinarily 

for measuring wealth distribution between citizens, hence, it is treated as of 

economic inequality. This index values are between 0 (or 0%) and 1 (or 100%) 

that 0 means excellent equality, while, 1 means excellent inequality. In case of 

negative wealth or income values, greater than 1 are theoretically attainable. 

If Gini Index getting higher that means inequality getting higher that high 

income people receiving bigger shares of the whole income of the population. 

If in a country every occupant has the same income, then the Gini coeffi  cient 

of country would be 0. However, a country’s Gini coeffi  cient would be 1, if 

all the income is earned by one occupant and all the others earned nothing. 

Similarly, comments could be done for wealth, therefore, for wealth Gini 

coeffi  cient. However, measuring wealth is harder than measuring income. 

Wealth Gini coeffi  cients tendency are to be much higher than income Gini 

coeffi  cients. Gini coeffi  cient is not an absolute measurement of a wealth or 

an income, it is a signifi cant tool to analyze wealth or income distribution in 

a country or region. If each of in a low-income country and a high-income 

country the distribution of incomes is similar, then they could have the same 

Gini coeffi  cient. For example, based on information given by OECD, in 2016 

both of U.S. and Turkey’s Gini coeffi  cients about 0.39-0.40, however, GDP 

per capita for Turkey was smaller than half of the U.S.’s (in 2010 dollar terms) 

(https://www.investopedia.com/terms/g/gini-index.asp#:~:text=The%20

Gini%20index%2C%20or%20Gini,wealth%20distribution%20among%20

a%20population). The poverty rate is the proportion of the number of people 

whose income is less than the poverty line that line is taken as half the median 

household income of the whole population (https://data.oecd.org/inequality/

poverty-rate.htm).



Romanian Statistical Review nr. 4/ 2021 29

 Economic inequalities and poverty both directly and indirectly 

infl uence people’s well-being (Mishchuk et al., 2018; Bilan et al., 2020). 

Economic inequalities are the most obvious, as they show diff erent positions 

of people in the distribution of income, wealth, goods, including wages 

(Stjepanov#ć et al., 2017). Although the basis of the distribution of income 

is based on the principles of global economic distribution, the issue of 

economy, welfare at country and individual level is imperative and can be 

centered on the policy of equal opportunities for all members of a society 

(Meyer and Meyer, 2016; Belas et al., 2019; Haseeb et al., 2019). If a 

state government intended for reducing the level of economic inequality 

(Baltgailis, 2019; Prakash and Garg, 2019), it might apply a few sets of tools: 

(1) redistribution - from those with high incomes to those with low incomes; 

(2) the grid of opportunities widely available and (3) social responsibility. 

Redistribution involves taking from the income of those with higher incomes 

and supplementing the incomes of those with lower incomes (Andron#ceanu 

and Tvaronav#č#enė, 2019). The opportunity grid is a state policy that 

consisted of proposing diff erent opportunities to the vulnerable, in diffi  culty 

and helpless. The social responsibility of the organizations (Andron#ceanu, 

2019) is constituted by responsible social initiatives of the economic agents 

in response to the expectations of the customers, investors, employees and of 

the company as a whole with regard to the business environment focused on 

the provision of high quality services, admiring the rights of the employees 

and solving social issues (Çera et al., 2019). In case of the state governments 

apply these tools that would causes a reduction of economic inequalities, but 

simultaneously, it shall not aff ect the economic productivity, the labor market 

and the encouragements for investments respectively. The main causes of 

economic inequalities (Smékalová, 2018) are: wage inequalities (when some 

highly skilled workers earn more than those with lower or no qualifi cations, 

including gender wage inequalities), the process of globalization, monopolizing 

certain market segments, technological changes and computerization, fi scal 

policy, education, political reforms, labor market failures, wealth growth. 

There are diff erent conceptual approaches to economic inequalities. Some 

authors (Duľová Spišáková et al., 2017; Jašková, 2019; Raišienė et al., 2019) 

believe that economic inequalities are necessary for economic growth. Other 

authors (Ključnikov and Monika, 2016; Ivancsóné and Printz-Markó, 2018) 

consider that an analysis of the factors (components) of inequalities is needed 

to understand why they exist and how their impact on the well-being of the 

population is refl ected (Georgescu et al., 2020a).

 K#nnunen et al. (2019) used Bertelsmann Foundation’s qualitative 

data of 124 countries for the year range of 2008-2016 including characteristics 
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of democracy, governance and market economy. The aim is identifying the 

most signifi cant political and economic characteristics estimating the level of 

HDI and the comparison of the classifi cation successes of logistic regression 

and artifi cial neural network models (Georgescu et al., 2020a). Georgescu 

et al. (2020a) applied multinomial logistic regression on a set of 98 word 

stated grouped in four HDI classes according to four explanatory variables: 

Net income GINI index, poverty rate, Wealth GINI index and GDP per capita 

for 2018. The results of the research showed that GDP per capita has the 

least infl uence on predicting HDI. Georgescu et al. (2020b) applied multiple 

discriminant analysis on the same data used in Georgescu et al. (2020a) for 

predicting four classes of HDI. The discriminant analysis achieved 83.7% 

accuracy for the discriminant model with unequal a priori probabilities. One 

conclusion of the model is that GDP per capita has no discriminating power 

in the model, overall. Another conclusion is that from three discriminant 

functions retained, the fi rst one discriminates best.

 In this study, 100 world countries are classifi ed by using eleven 

data mining supervised classifi cation algorithms by using WEKA program 

according to their HDI level (four categories) for the year of 2018. The 

GDP per capita, poverty rate, Net Income Gini index and Wealth Gini index 

variables, which are indicators of economic inequality for a country, are used 

for classifying the countries to their HDI level category. The goal of this study 

is fi nding best method has the highest accuracy rate and minimum error.

 Organization of the rest part of the study as in following. In Section 2, 

the most popular eleven data mining classifi cation algorithms are presented. 

In section 3, classifi er performance measures for comparing the methods 

are presented. The results of the analysis are presented in Section 4. Lastly, 

conclusion and general comments are given in the last section.

2.MATERIAL METHOD

 In this study eleven popular supervised classifi cation methods: Naïve 

Bayes, IBK, KStar, J48, RandomForest, RandomTree, REPTree, SMO, 

Simple Logistic, Logistic, Multilayer Perceptron are used. Hence, in this 

section, these methods are briefl y presented. 

 2.1. Naïve Bayes

 The Naive Bayes (NB) classifi cation is established on Bayes’ theorem 

and reports what the probability of occurrence is for the value given for the 

target class as shown in eqn [1] (Nithi and Priya, 2018; Kazan and Karakoca, 

2019):
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 Here, c is the class to be predicted; x is predicted class; ( )p c x  is the 

probability of event c occurrence when event x appears; ( )p c  is the probability 

of event c occurrence; ( )p x  is the probability of event x occurrence (Kazan 

and Karakoca, 2019).

 Maximum-likelihood training could be done for Naive Bayes 

classifi ers by assessing a closed-form representation that takes linear time, 

rather than by costly iterative approximation which is the case for many other 

kinds of classifi ers (N"th" and Pr"ya, 2018). 

 2.2. IBK 

 The k-nearest neighbor’s algorithm (k-NN) is also called as IBK. 

k-NN is a non-parametric technique used for regression and classifi cation. 

The output based on if k-NN is used for regression or classifi cation. In case of 

for classifi cation purpose k-NN is used, at fi rst glance, all observation values 

are evaluated as a cluster. These clusters are combined gradually and new 

clusters are obtained. In this method, fi rstly, the distance between observations 

is determined. A sample point is classifi ed by a bulk vote of its neighbours, 

with the sample point is classifi ed to the class most common between its k 

nearest neighbours (k is a positive integer, normally small). In case of k=1, the 

sample point is easily classifi ed to the class of that one nearest neighbour. In 

our study, for k=3 the best classifi cation accuracy rate is obtained (N"th" and 

Pr"ya, 2018).

 2.3. KStar

 K star algorithm functions with a generalized supported transformation 

which classifi es as a nearest neighbor technique. It is one of the lazy learning 

classifi cations which are especially for cluster analysis approach specially 

meant for cluster analysis. For prediction, the algorithms use entropic distance 

measure. Space needed for the storage is incredibly giant as equated to 

diff erent algorithms. The method of classifi cation with K star incorporates the 

summation of the possibilities from the new occurrences to all the component 

of a class (Pat"l and Sh"nde, 2020). 

 2.4. J48 

 J48 developed by Quinlan (1993) is a C4.5 decision tree that it is 

developed for the classifi cation process of nonlinear and small size data. The 

decision tree approach is important in solving classifi cation problems. With 



Romanian Statistical Review nr. 4 / 202132

this method, a tree is created to model the classifi cation process. After the tree 

is created, the classifi cation process is performed by applying it to each data 

group in the database. Missing values are ignored when creating the tree. Thus, 

the estimation process is carried out using the remaining data. The key idea in 

the J48 technique is to classify using the rules generated by the decision trees 

(Eraldem"r et al., 2017).

 2.5. Random Forest

 The Random Forest technique comprises of the sets of the Regression 

Tree or Classifi cation Tree suitably with the goal, as much as the number of 

trees to be produced. Hence, one of the most generally applied algorithms 

between the ensembles techniques is the Random Forest. The key idea that 

constitutes the technique is creating ensembles with the help of a randomly 

chosen subset between a high numbers of estimator trees (Breiman et al., 

2017; Kormaz et al., 2018). The forest is created by a number of trees, hence, 

as the number of trees getting higher the more robustly the forest. The more 

trees in the forest the more robust the forest resembles (Nithi and Priya, 2018).

 Random Forest method can be used in both categorical and continuous 

data sets; also in small or large data sets. The disadvantage of the technique 

is not giving an output of a tree, diff erent from the Classifi cation Tree method 

(Akman et al., 2011; Kormaz et al., 2018).

 The advantage of selecting random predictors in this style is that since 

less correlation is gotten between trees in the ensembles that results in higher 

accuracy of the model (Suchetana, 2017; Kormaz et al., 2018).

 2.6. Random Tree 

 A random tree is a kind of supervised classifi cation algorithm which is 

formed by using a stochastic process. It is a kind of community learning algorithm 

which generates many of discrete learners. The random tree could be used for 

classifi cation and regression kind issues (Debnath, 2021). The tree produced 

as a consequence of the Random Tree algor"thm "s chosen at random from the 

probable tree cluster that each of tree "n the tree cluster has an equal probab"l"ty 

of be"ng tr"ed. The d"str"but"on of the trees shows a un"form d"str"but"on. Random 

trees could be generated eff "c"ently, and models created by a lot of random trees 

often have h"gh prec"s"on (Georg"na et al., 2015; Yavuz et al., 2021).

 2.7. RepTree

 RepTree utilizes the regression tree mentality and produces multiple 

trees in dissimilar iterations. Afterwards it chooses best one from whole of 

created trees (Kalmegh, 2015). REPTree is one of the quick determination tree 
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classifi cation algorithms. The algorithm utilizes the information gain criterion 

in the creation of the regression tree or decision and pruning the resulting tree 

based on the diminished error pruning method. In the REPTree algorithm, 

solely numerical variables are enumerated (Onan, 2015).

 2.8. SMO

 Sequential Minimal Optimization is a highly preferred algorithm due 

to its simplicity and it is used to solve the optimization problems that arise 

during training. SMO is an algorithm that uses SVM (Support Vector Machine) 

algorithm. SMO makes choices to solve the smallest possible optimization 

problems in every single step and produces results (Dem"rhan ve Hac"oglu, 

2017).

 2.9. Simple Logistic 

 Simple logistic regression’s only diff erence from linear regression is 

the dependent variable is not a measurement that it has to be nominal. In 

simple logistic regression, one target is for the probability of a particular 

value of the nominal variable being connected with the measurement variable. 

Another target is predicting the probability of special variables based on 

the measurement variable. In this method an equation providing the best 

prediction of the target variable value for each value of the input attribute 

(Debnath, 2021).

 2.10. Logistic

 Logistic regression is a kind of classifi cation algorithm used in case 

of the dependent variable belonging to a specifi c kind of class. This algorithm 

predicts the class value of an object based on a probability model. It is a 

kind of linear regression, however, using the complex cost function i.e., the 

sigmoid function. The logistic regression hypothesis is prone to appear in the 

range of 0-1. The obtained equation very identical to the equation obtained 

in regression analysis. It estimates a logistic model’s parameters (Debnath, 

2021). Multinomial logistic regression is used for building a trained model 

for predicting with a ridge estimator (Le Cess"e and Van Houwelıngen, 1992). 

D"ff erence from S"mpleLog"st"c "s that Log"st"c uses a r"dge est"mator. For 

further information, Le Cess"e and Van Houwelıngen (1992) could be examined. 

 2.11. Multilayer Perceptron

 Artifi cial neural networks (ANN) are information processing systems 

that generally imitate the working rules of the central nervous system or 

human brain. Studies on this subject fi rst started with the modeling of neurons, 
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the biological units that make up the brain, and its application in computer 

systems. Neurons are interlinked by links, and each link has a numerical 

weight that states the strength or signifi cance of its input. Weights are the 

main tool of long-term store in ANNs. A neural network conducts learning 

by adjusting these weights repeatedly. ANNs are generally divided into two 

as singlelayer perceptron and multi multilayer perceptron (Arı and Berberler, 

2017). 

 Multilayer perceptron (MLP) comprises the input layer where 

information is entered, one or more hidden (intermediate) layers and an 

output layer (Arı and Berberler, 2017). Each layer contains many neuron cells. 

These cells are linked to each other by weighted links. In the MLP, there are 

transitions called forward and backward propagation between layers. In the 

forward propagation state, the error value and the output of the network are 

computed. In the back propagation state, the linking weight values among the 

layers are updated to minimize the computed error value (Arı and Berberler, 

2017; Depren et al. 2017; Kazan and Karakoca, 2019).

 MLP network converts n input vector into an output vector by 

performing nonlinear operations on it. The output of the network is determined 

by the output layer, which has an activation function. The diff erence between 

the calculated output value and the target value is defi ned as the mean square 

error function. Training of the MLP network is a process expressed as the 

minimization of this defi ned error function. In this process, the weighted 

connections between neurons are optimized. Optimization is performed with 

Gradient Descent and Backpropogation algorithms. MLP type classifi ers can 

be easily adapted to multiple classifi cation problems (Kazan and Karakoca, 

2019). 

3.CLASSIFIER PERFORMANCE MEASURES

 The effi  ciency of classifi cation methods is found by measures for 

instance true positive rate, false positive rate, false negative rate and true 

negative rate. The classifi cation model is derived from two classes: Predicted 

and actual class. Confusion matrix Contingency is defi ned as in Table 1 

(Sujatha et al., 2017).

Confusion matrix

Table 1

Actual Class
Predicted Class
Positive Negative

Positive True Positive (TP) False Negative (FN)
Negative False Positive (FP) True Negative (TN)
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 The number of accurately classifi ed objects is the sum of diagonals in 

the matrix and the rest of observations are incorrectly assigned to classes. 

 Accuracy 

 The most favorite and easiest technique used for measuring model 

performance is the accuracy rate of the model. It is the proportion of the 

number of correctly classifi ed objects (TP + TN) to the whole number of 

objects (TP + TN + FP + FN) (Çoşkun and Baykal, 2011; Rajagopalan, 2017; 

Suchetana et al., 2017; Sujatha and Bilgin, 2017)

TP TN
ACC

TP TN FP FN

+
=

+ + +

 Prec!s!on/ Specifi city

 Precision, also called as Specifi city, is the proportion of the number 

of TP objects estimated to be class Positive to the total number of objects 

estimated to be class Positive (Çoşkun and Baykal, 2011; Debnath, 2021).

TP
Pr ecision

TP FP
=

+

 Recall/ Sensitivity

 If TPR shows the True Positive Rate that is the fraction of objects 

classifi ed as class A amongst whole objects which actually have class A (Sujatha 

et al., 2017). Recall is the proportion of the correctly estimated positive values 

to the positive estimated values. It is as well called as Sensitivity (Debnath, 

2021). A higher recall value indicates the model returns most of the relevant 

data (Georgina et al., 2015). 

 
TP

Sensitivity / Recall
TP FN

=
+

 F- Measure

 The precision and recall criteria solely are not suffi  cient to draw a 

substantial comparison result. Assessing both criteria together produces more 

correct results. Hence, the F-criterion has been defi ned. F-criterion is the 

harmonic mean of recall and precision (Çoşkun and Baykal, 2011; Sujatha 

and Rajagopalan, 2017; Çavuşoğlu and Kaçar, 2019; Debnath, 2021). 

 

2 Pr ecision Recall
F measure

Pr ecision Recall

´ ´
- =

+
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 Kappa Statistics

 The Kappa Statistic is the most usually used statistic for test interrater 

consistency. A kappa statistic value of 1 shows excellent agreement (Debnath, 

2021). Kappa is a measure used to quantitatively state the correspondence 

between observed and predicted classifi cations in a data set. Kappa coeffi  cient 

changes between -1 and +1. -1 shows that there is an incompatibility or a 

relationship in the opposite direction. 1 shows perfect correspondence. The 

interpretable range of the Kappa coeffi  cient is between 0 and +1, and negative 

kappa values have no signifi cance in terms of reliability (Bilgin, 2017). If 

kappa value is 0.4 or above, it could be treated as that there is an adequate 

correspondence beyond chance (Demirhan and Hacioglu, 2017). Despite the 

fact that there is no defi nitive standard explanation of the Kappa statistic, 

commonly, the values between 0.00-0.20 are treated as low, 0.21-0.40 as 

notable; 0.41-0.60 as moderate; 0.61-0.80 as signifi cant and 0.81-1.00 as 

perfect (Landis and Koch, 1977; Aksu and Doğan, 2019). 

( )
( )

Observed Accuracy Expected Accuracy
Kappa

1 Expected Accuracy

-
=

-

 ROC Area

 ROC analys$s $s another $mportant analys$s used $n performance 
measurement of the class$f$cat$on process performed on the data set. In th$s 
analys$s, the correct est$mat$on rate of the class$f$cat$on process $s exam$ned 
us$ng a d$ff erent approach. Two concepts expressed as Sens$t$v$ty and 
Spec$f$c$ty are used $n obta$n$ng the ROC curve. The calculated Sens$t$v$ty 
value on the Y ax$s, the calculated (1- Spec$f$c$ty) on the X ax$s. ROC curve $s 
obta$ned by the comb$nat$on of the po$nts obta$ned by the $ntersect$on of these 
two values (Çavuşoğlu and Kaçar, 2019). 
 The value obta$ned from the ROC analys$s shows the s$ze of the area 
under the ROC curve. The ROC fi eld curve shows the predictive success of 
the diverse classifi cation algorithms. Area under the ROC curve is one of 
the fundamental assessment criteria used for choosing the best classifi cation 
algorithm. If the area under the curve approaches 1, it shows that the 
classifi cation is done accurately (Çığşar and Ünal, 2019). In the ROC test, 1 
$nd$cates the best value and 0.5 $nd$cates an unsuccessful class$f$cat$on. When 
the ROC value $s 1, $t $s understood that no wrong est$mates are made on the 
data set, and th$s ROC curve draws a l$ne comb$n$ng the po$nts (0,0), (1,0) and 
(1,1) on the coord$nate plane (Çavuşoğlu and Kaçar, 2019). 
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 RMSE

 The square root of the mean squared error (MSE) gives root mean 

squared error deviation. Generally, the RMSE is calculated as a measure of the 

diff erence between the actual values and the predicted values of an estimator 

or model. It also means, the RMSE indicates the standard deviation of the 

diff erence between the observed values and predicted values. The model with 

smallest RMSE value is preferable (Çığşar and Ünal, 2019).

( )
n

2

i i
i 1

ˆy y

RMSE MSE
n

=

-

= =
å

4.RESULTS OF APPLICATION

 In this paper we use data for 100 world countries from World Economic 
Forum from 2018. The dependent variable is HDI with its four categories: low 
HDI (lower than 0.550), medium HDI (0.550-0.699), high HDI (0.7-0.799) and 
very high HDI (0.8-1). Out of 100 countries, 47 fall into very high category 
(47%), 25 fall into high category (25%), 14 fall into medium category (14%) 
and 14 into low category (14%). The explanatory variables are Net income GINI 
index, GDP per capita, poverty rate and Wealth GINI index Georgescu et al. 
(2020a; 2020b) also used the same data set, however, in their analysis there are 
98 countries. They have applied Multiple Discriminant Analysis and Multinomial 
Logistic Regression on the same data set. Here, 100 countries are used in analysis 
and the explanatory variables are obtained from World Economic Forum from 
2018 and the HDI values are obtained from Human Development Data Center 
(http://hdr.undp.org/en/data).  First of all, the mean and standard deviations of the 
independent variables for each of the HDI levels is given in Table 2. 

The mean and standard deviations for independent variables for each of 

HDI Levels

Table 2

GDP per 

cap!ta US$

Net Income 

G!n! !ndex

Wealth 

!nequal!ty G!n!

Poverty 

Rate

Very H!gh HDI
Avg. 32632.53 32.69 68.66 8.05
Std. dev. 23651.14 5.96 11.47 5.59

H!gh HDI
Avg. 4908.79 41.78 73.24 11.37
Std. dev. 2334.50 7.67 12.06 10.16

Med!um HDI
Avg. 1840.71 41.96 70.35 41.71
Std. dev. 1424.59 5.62 11.74 19.23

Low HDI
Avg. 870.78 37.57 67.06 75.62
Std. dev. 566.83 5.31 6.98 17.12
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 47% of the countries fall into “Very High HDI” class with the highest 

average GDP per capita of USD 32633. Very high class has the lowest income 

Gini and lowest poverty rate of four HDI levels and it has the lowest wealth 

Gini, on average, following the HDI low class. Moreover, for GDP per capita 

variable’s variance is getting larger for higher levels of HDI. 25% of the 

countries fall into “High HDI” class with the second highest average GDP 

per capita of USD 4909, the income is considerably lower than the top class. 

Moreover, the highest wealth Gini belongs to this class and it has the second 

highest income Gini close to medium class, however, poverty rate is almost 

as low as in the very high class. 14% of the countries fall into “Medium HDI” 

class with GDP per capita of USD of 1841. This category has an income less 

than half of the high level HDI class. Income Gini is nearly same level with 

high level and it is the second category close to high category in terms of 

highest wealth Gini, however, in comparison with high level, the poverty 

rate averagely is much higher with a large variance. 14% of the countries fall 

into “Low HDI” class and this category has the lowest income of 871 USD. 

The income in this category, averagely, is less than half of the medium class 

countries. Wealth Gini is the lowest and income Gini is the second lowest of 

the HDI levels (classes), the poverty rate, averagely, is very high of 76% in 

HDI low level countries. 

 We have used 11 data mining algorithms. The analyses are implemented 

in Waikato Environment for Knowledge Analysis (WEKA). University 

of New Zealand was developed WEKA that it is a data-mining application 

software. It is an open source software program created in Java under General 

Public License. It includes various supervised and unsupervised techniques 

like classifi cation, data visualization, clustering and association. In this data 

application, the WEKA 3.8.5 version is used for classifying the countries with 

various supervised classifi cation algorithms (Çığşar and Ünal, 2019). 
 In experimental studies, usually the original data set is randomly 
partitioned into 10 equal pieces by the 10-fold cross validation technique. 
Then, one of these pieces is kept as validation data for testing the model, 
while the rest of nine pieces are used as training data. The cross validation 
process is conducted 10 times, allowing each of the 10 pieces to be used as 
validation data once (Onan, 2015). W&tten and Frank (2005) mentions that, 
stratifi ed 10-fold cross-validation, that is the common evaluation method in 
cases where merely limited data is available and it is considered as the strictest 
one (Ganganagowder and Kamath, 2017). The following methods are also 
applied with 10-fold cross validation. The classifi cation performance results 
for all eleven classifi cation algorithms are given in Table 3. 
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The classifi cation performance results for eleven supervised 

classifi cation algorithms for HDI data

Table 3

Class!f!cat!on Accuracy Prec!s!on Recall RMSE
ROC 

Area
F-Measure

Kappa 

Stat!st!c

Naïve Bayes 81.00% 81.80% 81.00% 0.2626 0.954 0.811 0.7213

IBK 72.00% 72.70% 72.00% 0.3072 0.882 0.719 0.5805

KStar 76.00% 76.50% 76.00% 0. 3252 0.937 0.762 0.6469

J48 83.00% 83.60% 83.00% 0.2836 0.898 0.833 0.7511

RandomForest 85.00% 85.50% 85.00% 0.2442 0.951 0.851 0.7786

RandomTree 79.00% 79.70% 79.00% 0.324 0.851 0.788 0.6895

REPTree 78.00% 78.80% 78.00% 0.2903 0.902 0.778 0.6773

SMO 74.00% 76.00% 74.00% 0.352 0.834 0.733 0.6040

Simple Logistic 85.00% 85.50% 85.00% 0.2472 0.962 0.849 0.7778

Logistic 86.00% 86.10% 86.00% 0.2495 0.939 0.860 0.7937

Multilayer 

Perceptron
88.00% 87.60% 88.00% 0.2151 0.970 0.877 0.8211

 For the HDI dataset, looking the accuracy proportions in the Table 3, 

it is obvious that the Multilayer Perceptron accomplished the highest accuracy 

fraction of 88.00%. The precision and recall rates of the Multilayer Perceptron 

method are 87.60% and 88.00%, respectively. In terms of all classifi er 

performance measures Multilayer Perceptron is the leading one such as Kappa 

statistic is 0.8211 is an as excellent level, ROC-Area is 0.970 is closest to 1 

and F-measure is the highest one. It has also the smallest RMSE value of 

0.2151. The Logistic method is the second best technique after the Multilayer 

Perceptron. The Logistic technique succeeded 86.00% accuracy rate, 86.10% 

precision rate and 86.00% recall rate. However, IBK has the lowest accuracy 

rate of 72.00%, precision rate of 72.70%, recall rate of 72.00% and Kappa 

Statistic value of 0.5805. 

 For fi nding the subset of components producing the best prediction 

and classifi cation performance, a process is done by ordering components 

according to their discriminative power. WEKA contains various attitude-

selection techniques. Attribute selection is a technique used to extract the 

ranking of attributes. Classifi erAttributeEval technique that assesses the worth 

of an attribute using a user-specifi ed classifi er. Here, since for our data set 

Multilayer Perceptron has the best performance for this method the importance 

of attributes (means explanatory variables) in classifi cation is determined. The 

results for this attribute selection method is given in Table 4. From Table 4 it 

is clear that all of 4 explanatory variables are important for classifying the 

countries in terms of HDI Levels. Among them, GDP per capita US$ is found 

as the most eff ective variable on determining the HDI levels of countries. 
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WEKA output of ranking of attributes with respect to 

Classifi erAttributeEval evaluation method

Table 4

Ranked attributes:
 0.286    1 GDP per capita US$
 0.216    3 Poverty Rate
 0.074    2 Net Income Gini index
-0.008    4 Wealth inequality Gini

Selected attributes: 1,3,2,4 : 4

4. RESULTS

 The predictive power of economic inequalities (measured by 

the wealth and income gini) with respect to the United Nations’ human 

development index, HDI, has been studied together with the gross domestic 

product (GDP per capita) in 100 world countries. As a result of analysis we 

conclude that the Multilayer Perceptron is the best one with an accuracy rate 

of 88.00% compared with the other data mining classifi ers. Georgescu et al. 

(2020a; 2020b) have studied on 98 countries for the year 2018 and they have 

applied classical classifi cation methods like multinomial logistic regression 

and multiple discriminant analysis on training data set. For discriminant 

analysis they have found that GDP per capita is not an important variable 

in classifi cation. However, in this study 100 countries   are evaluated for the 

same year of 2018 and eleven data mining classifi er methods are applied on 

the data set by using cross-validation method. Since there is not a test set, the 

performances of methods are compared by using cross-validation technique. 

As a result Multilayer Perceptron is found to be the best one in terms of 

accuracy rate and other classifi cation measures. Moreover, there is an attribute 

selection technique in WEKA that we obtained as a result, all of explanatory 

variables: Net income GINI index, poverty rate, Wealth GINI index and GDP 

per capita are important in classifi cation. It is concluded that these 4 variables 

showing the economic inequalities are eff ective in determining the HDI levels 

of countries. Moreover, unlike Georgescu et al. (2020a; 2020b) studies, GDP 

per capita is the most signifi cant variable in classifying the countries according 

to their HDI levels. 
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