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• Aspects regarding the verification of residual normality 
The relations applied for testing the characteristics of the 

residual distribution are defined by taking into account the asymmetry 
and the trimming of the normal distribution. 
 For an alleatory variable with a normal distribution, the 
asymmetry coefficient is zero while the trimming one is three. 

Let’s consider the regression linear model: �� � � � � � 	� ���, i = 1,..,n and the series of the estimated residual E� � �� +��D � �C	��. For the residual series there are two indicators to define, 
used by the descriptive statistics in order to analyze the asymmetry 
and the trimming of a distribution series: 

- asymmetry coefficient 

�? � wx=w=x
- trimming coefficient �= � wyw=

 In order to define the statistical tests used for the verification of 
the residual distribution according to a normal distribution, the 
following property of the symmetry and trimming coefficients: 
 „Consider the alleatory variable � 0 X2/� U�=3. The 
asymmetry and trimming coefficients calculated for a series of data 
with n values, which is defined for this variable, are meeting the 
following properties:   

                                                 
∗ The concepts included in this chapter were also presented in the article Aspects 
Concerning the Verification of the Residual Normality and the Prediction of the 
Regression Model, RRS Supplement no. 7/2014, prof. Constantin Anghelache PhD, 
prof. Radu Titus Marinescu PhD, assoc. prof. Alexandru Manole PhD, ec. Emilia 
Stanciu 
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�D??o= 0 Xz��i{B|
�D= 0 Xz}�iW~B |
 In order to verify the null hypothesis of the normal distribution 
of the residual 2E�3�>?�@ we have to resort to one of the tests: 

- tests for verifying the asymmetry and trimming for the 
distribution of the estimated residual; 

- tests for verifying the asymmetry and the test  Jarque – 
Bera. 

 On the ground of the estimated series it is verified whether this 
distribution is normally divided. By using this series, the two 
coefficients are estimated as �D??o=, respectively �D=. 
 Under the null hypothesis  H0: �1 = 0, it is resulting: 

� � �D??o=`{B
0 X2��;3�

 Similarly, if defining the null hypothesis on the second 
coefficient, as H0:�2=3, then: 

� � �D= + }
`W~B

0 X2��;3
 The null hypothesis according to which the residual is 
uniformly distributed is accepted provided the following inequities are 
simultaneously met: ��� � b?<f9 and ��� � b?<f9, 
where b?<f97is the value of the distribution quartile N(0,1)for the 
significance threshold �.  
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• Some aspects concerning the prediction through the 
regression model 

On the basis of the data series 2	�� ��3�>?�@AAAAA the parameters of the 
regression line have been estimated. Thus we get the series of the 
estimated values for the endogenous variable through the relation: �C� � �D � �C � 	�, . � ;� BAAAAA�
 Within the prediction process, using the regression linear 
model, there is the question mark on how to solve the following two 
aspects: 

- accomplishing predictions either punctually or through 
intervals of confidence;  

- verifying the framing of certain points within the tendency 
postulated by a regression model. 

 We shall make punctual or through an interval of confidence 
predictions for a value of the endogenous characteristic  y0  or for its 
mean, E(y0). For each and every case there are various calculation 
formulas being established for the punctual prediction and the 
prediction through an interval of confidence. 
 For the regression linear model, the real value of the 
endogenous characteristic is specified through the relation: �) � � � � � 	) � �), 
where is the accomplishment of a normal distribution of mean zero 
and dispersion equal to one. 
 The punctual value estimated through the regression linear 
model is defined by the relation:  �) � �D � �C � 	)
 As a rule, this value is utilized for defining an interval of 
confidence. In order to define the interval of confidence, in the 
conditions that a level of the significance threshold is specified, we 
must take into consideration the fact that, by utilizing the regression 
linear model for defining the punctual prediction, a prediction error is 
made, equalling to:  E) � �) + �C) � �� + �D� � 2� + �C3	) � �)  

0ε
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 Considering the properties of the two estimators of the 
regression line estimators, we can consider the main properties of the 
prediction error. 
 The mean of the prediction error equals to zero. We define the 
equality: E(e0)=0
 The above result is obvious if applying the mean operator to the 
terms of the equality, taking into account the properties of the two 
estimators and the hypothesis formulated on the residual variable. 
 The dispersion of the prediction error made in the case when 
the purpose is to make a prediction for the value of the endogenous 
characteristic y0 is: 

���2E)3 � UV= �; � ;B � 2	 + 	)3=K 2	� + 	3=� �
 In order to obtain the expression of the variance of the 
prediction error, the dispersion of the terms of the equality is applied. 
The following outcomes are obtained:  ���2E)3 � �2E)=3 � �����D� � 	)=���2�C3 � ���2E�)3 � W	)��2�C� �D3� UV= � ;��� � 	)= �;B � 	e=���� + W	) 	e���� � UV= �;B � 2	 + 	)3=K 2	� + 	3=� �
 For building up an interval of prediction for the value of the 
endogenous variable, in the conditions of a fixed level of the 
exogenous characteristic, the following two results are to be taken into 
consideration: �) + �C)U 0 X2��;3�) + �C)UC� 0 b@<=

  
 For a stable significance threshold, the size of the prediction 
interval is function of the following measurements:

- the value of the exogenous for which the value of the 
endogenous characteristic is predicted. This factor is 
quantified through the term 2	) + 	3=; 
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- the number of terms of the series which have been used for 
estimating the parameters of the regression linear model. 
The prediction error is proportionally inverse to n; 

- the quality of the regression model being quantified through 
the dispersion of the residual variable; 

- the value of the significance threshold. 
 In the situation where a prediction on the average values E(y0) 
is made, under the conditions of an established values for the 
exogenous characteristic, the dispersion of the prediction error is: 

���2E)3 � UV= �;B � 2	) + 	3=K 2	� + 	3=� �
 By applying the mean operator to the terms of the equality 
above, we get the above formula. 


