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Abstract

The tests used for verifying certain hypothesemiitted on the
parameters of the regression model as well as &inthg the intervals of
confidence for these ones and elaborating predistioave as starting point
the verification of the hypothesis concerning tloenmal distribution of the
residual.
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The relations applied for testing the charactexssof the residual
distribution are defined by taking into account thgymmetry and the
trimming of the normal distribution.

For an alleatory variable with a normal distrilbati the asymmetry
coefficient is zero while the trimming one is three

Let’s consider the regression linear model
y, =b+ax +¢&,i =1...,n, and the series of the estimated resideg)

=1n’
cu e =Yy, —(6+éxi). For the residual series there are two indicators

define, used by the descriptive statistics in otdeanalyze the asymmetry
and the trimming of a distribution series:
- asymmetry coefficient
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- trimming coefficient
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In order to define the statistical tests usedtlfier verification of the
residual distribution according to a normal disitibn, the following
property of the symmetry and trimming coefficients:
,Consider the alleatory variab¥ - N(m,o?). The asymmetry and

trimming coefficients calculated for a series ofadwith n values, which is
defined for this variable, are meeting the follogvpproperties:

Al1/2 N N(O, E]’
n

B, - N{&J%J
n

In order to verify the null hypothesis of the naindistribution of
the residuale ). i we have to resort to one of the tests:

- tests for verifying the asymmetry and trimming fohe
distribution of the estimated residual;
- tests for verifying the asymmetry and the testgdar Bera.

On the ground of the estimated series it is \edifivhether this

distribution is normally divided. By using this &=, the two coefficients

are estimated, ag"?, respectively, .

Under the null hypothesisly: f1 = 0, it is resulting:

n1l2

s=2_ _, N(02).

\E

Similarly, if defining the null hypothesis on tlsecond coefficient,
asHo: =3, then:

B, -3
\/ﬂ - N(02)
n
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The null hypothesis according to which the redideauniformly
distributed is accepted provided the following iniigs are simultaneously

met:
19 < tl_% and|K| < tl_% ,

wheret is the value of the distribution quartid0,1¥or the significance
1-—

2
thresholdo.
The test Jarque — Bera allows the simultaneoudicagion of the
properties of asymmetry and trimming of the resislsaries.

The test is defined as against the two coefficief§ and 3,
taking into consideration the distribution of thegtimators, resulting:

2 2
nil2 p
-3
J_Bz 1 + :32 _’XZ-
6 24 2
n n

Or, as the equivalent form:
n n{- 2
J-B=—p6+—\6,-3
6P " 24 )
For significance threshold the null hypothesis of the normal distribution of

the residual variable is rejected if the inequab&ow is met:
J-B> Xg;l—a'

Prediction through the regression model
On the basis of the data seriésg,y,). = the parameters of the

regression line have been estimated. Thus we geddhes of the estimated
values for the endogenous variable through theioata
y. =b+ax,i=1n

Within the prediction process, using the regresdioear model,
there is the question mark on how to solve thefaihg two issues:

- accomplishing predictions either punctually or thraugh intervals
of confidence.For accomplishing the first prediction the punctual
method is applied while for the second situatidre prediction is
made through an interval of confidence;

- verifying the framing of certain points within the tendency
postulated by a regression model. If there arenamed values for
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the two characteristics of the regression modealeuthe form of the
pair (o,Yo), the issue to settle consists of setting out hdrethey
line up with the trend defined by the regressiondetoWe shall
verify if he value of the endogenous characteristi@king part with
the interval of prediction being defined for a Ilewéthe exogenous
characteristic and a threshold of significance.

We shall make punctual or through an interval ohfeence
predictions for a value of the endogenous charatitery, or for its mean,
E(yo). For each and every case there are various a#ilmulformulas being
established for the punctual prediction and thelipt®n through an interval
of confidence.

For the regression linear model, the real valu¢hef endogenous
characteristic is specified through the relation:

Yo =bt+ax, +¢& 1)
where £, is the accomplishment of a normal distribution afam zero and

dispersion equal to one.
The punctual value estimated through the regredsiear model is
defined by the relation:

Yo =b+ax,

As a rule, this value is utilized for defining emterval of confidence.
In order to define the interval of confidence, ne tonditions that a level of
the significance threshold is specified, we muke tento consideration the
fact that, by utilizing the regression linear mottal defining the punctual
prediction, a prediction error is made, equalliog t

& =Yy~ ¥ = (b—h)+(@-a)x, +& )

Considering the properties of the two estimatdrshe regression
line estimators, we shall submit below the mainpprties of the prediction
error.

The mean of the prediction error equals to zere d¢éfine the
equality:

E(ep)=0

The above result is obvious if applying the megerator to the
terms of the equality (2), taking into account fw®perties of the two
estimators and the hypothesis formulated on thduakvariable.

The dispersion of the prediction error made in ¢thse when the
purpose is to make a prediction for the value oé& tbndogenous
characteristigy is:
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Var(eo)zo'gz 1+£+(X_—XO)_2
n Z(& -)
In order to obtain the expression of the variaot¢he prediction
error, the dispersion of the terms of the equa(®y is applied. The
following outcomes are obtained:

var(e,) = E(€?) = var() + x? var() + var(g,) + 2x0cov(a,b)

_2 —_—
:0’52 i+xg E+X_ —ZXOL
S n s S,

XX

®3)

:0'52 1+E+M

n Z(Xi _;)2

For bu_ilding up an interval of prediction for thealue of the
endogenous variable, in the conditions of a fixedel of the exogenous
characteristic, the following two results are tatéleen into consideration:

Yo=Y | N (02)
o

~ 4
yO - yO t ( )
~ = th-2

Iy

We noted byg, the estimator of the average standard deviation of

the prediction error made for the valyg This is calculated through the
following relation:

=i ©
)

If a certain significance threshoidis fixed, then we shall define the
interval of prediction fowyo:

. 1. 4% . 1 (=%
- = t,,, o, |1+—
y=t,,. [0, 1+n+2>§—;< <Yo <Y+t l0, +”+Z>ﬂ-;< (6)
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For a stable significance threshold, the sizéhefgrediction interval

is function of the following measurements:

- the value of the exogenous for which the value bé t
endogenous characteristic is predicted. This fastauantified
through the tern{xO - x)z;

- the number of terms of the series which have besad dor
estimating the parameters of the regression limeadel. The
prediction error is proportionally inverse g

- the quality of the regression model being quartitierough the
dispersion of the residual variable;

- the value of the significance threshold.

In the situation where a prediction on the averagleiesE(yy) is

made, under the conditions of an established vafoeghe exogenous
characteristic, the dispersion of the predictiaoeis:

—\2
1 X, — X
var@,) = o’ —+—( 0 )_ 2
n Z(Xi _X)
i
For proving the last relation it must be considetteat the prediction
error made in this case is:

& = E(Yo) Yo
= (b-b) +(a-8)x, +&
By applying the mean operator to the terms ofettpgality above, we
get the formula (7).

()
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